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Abstract. Dialogue acts (DAs) can represent conversational actions of
tutors or students that take place during tutoring dialogues. Automating
the identification of DAs in tutoring dialogues is significant to the design
of dialogue-based intelligent tutoring systems. Many prior studies em-
ploy machine learning models to classify DAs in tutoring dialogues and
invest much effort to optimize the classification accuracy by using lim-
ited amounts of training data (i.e., low-resource data scenario). However,
beyond the classification accuracy, the robustness of the classifier is also
important, which can reflect the capability of the classifier on learning
the patterns from different class distributions. We note that many prior
studies on classifying educational DAs employ cross entropy (CE) loss to
optimize DA classifiers on low-resource data with imbalanced DA distri-
bution. The DA classifiers in these studies tend to prioritize accuracy on
the majority class at the expense of the minority class which might not be
robust to the data with imbalanced ratios of different DA classes. To op-
timize the robustness of classifiers on imbalanced class distributions, we
propose to optimize the performance of the DA classifier by maximizing
the area under the ROC curve (AUC) score (i.e., AUC maximization).
Through extensive experiments, our study provides evidence that (i) by
maximizing AUC in the training process, the DA classifier achieves sig-
nificant performance improvement compared to the CE approach under
low-resource data, and (ii) AUC maximization approaches can improve
the robustness of the DA classifier under different class imbalance ratios.

Keywords: Educational Dialogue Act Classification · Model Robust-
ness · Low-Resource Data · Imbalanced Data · Large Language Models
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1 Introduction

One-on-one human tutoring has been widely acknowledged as an effective way
to support student learning [26, 16, 25]. Discovering effective tutoring strategies
in tutoring dialogues has been considered a significant research task in the de-
sign of dialogue-based intelligent tutoring systems [6] (e.g., AutoTutor [13]) and
the practice of effective tutoring [9, 25]. A common approach of understanding
the tutoring dialogue is to use dialogue acts (DAs), which can represent the in-
tent behind utterances [25, 9, 17]. For example, a tutor’s utterance (e.g., “Well
done!”) can be characterized as the Positive Feedback (FP) DA [25]. To au-
tomate the identification of DAs in tutoring dialogues, prior research has often
labeled a limited number of utterances and used these labeled utterances to train
machine learning models to classify the DAs [16, 17, 14, 9].

Prior research on educational DA classification has demonstrated promising
classification accuracy in reliably identifying DAs [19, 5, 7, 11, 9]. However, the
existing studies might overlook the impact of imbalanced DA class distribution
in the classifier training process. Many of them (e.g., [5, 7, 11, 9]) have limited
labeled DA datasets (i.e., low-resource scenario [12]) and certain types of DA
may be the minority DA class in the dataset (i.e., imbalanced scenario [12]). For
example, the DA about feedback is rarely seen in the labeled dataset in the work
by Min et al. [11] but the provision of feedback is an important instructional
strategy to support students. We argue that the issue of the imbalanced DA
classes on the low-resource dataset might negatively impact the DA classification,
especially for identifying crucial but underrepresented classes. To obtain more
reliable classified DAs, it is necessary to investigate the approach to enhance the
classifier robustness, which involves the capability of the classifier on learning
the patterns from different class distributions under the low resources [12, 23].

A robust classifier is able to maintain the performance when the distribution
of classes in input data is varied [23]. The prior works in educational DA classifi-
cation have optimized the DA classifiers by the Cross Entropy (CE) loss function
which often tends to prioritize accuracy on the majority class at the expense of
the minority class(es) and might not be robust enough to highly imbalanced
class distribution [12]. Inspired by the recent advances in the model robustness
literature, we propose to optimize the Area Under ROC Curve (AUC) of the DA
classifier. AUC score is a metric that can measure the capability of the classifier
in distinguishing different classes [12, 23, 30, 27]. Maximizing the AUC score in
the model training process has been shown to benefit the performance of classi-
fiers with low-resource and highly-imbalanced scenarios in many domains (e.g.,
medical and biological domains) [12, 23]. However, the use of AUC maximization
is still under-explored in the educational domain. With the intent to enhance the
robustness of the DA classifier, we conducted a study to explore the potential
value of the AUC maximization approaches on (i) the classification performance
of a DA classifier under the low-resource scenario and (ii) the robustness of the
DA classifier on the highly-imbalanced data distribution.

To demonstrate the effectiveness of AUC maximization, we adapted ap-
proaches of AUC maximization to replace the CE loss function for the DA clas-
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sifier. We compared the classification performance of the DA classifier between
the classifier optimized by CE and by AUC maximization on the low-resource
and imbalanced DA dataset. Through extensive experiments, our studies demon-
strated that (i) the adoption of the AUC Maximization approaches outperformed
the CE on the low-resource educational DA classification, and (ii) the AUC
maximization approaches were less sensitive to the impacts of imbalanced data
distribution than the CE.

2 Background

2.1 Educational Dialogue Act Classification

Existing research in the educational domain has typically trained machine learn-
ing models on the labeled sentences from tutoring dialogues to automate the DA
classification [19, 5, 7, 11, 9, 18, 2]. Boyer et al. [2] trained a Logistic Regres-
sion model on 4,806 labeled sentences from 48 tutoring sessions. Their work [2]
achieved the accuracy of 63% in classifying 13 DAs. Samei et al. [18] trained De-
cision Trees and Naive Bayes models on 210 sentences randomly selected from
their full tutoring dialogue corpus and they achieved the accuracy of 56% in
classifying 7 DAs. In the later study, Samei et al. [19] trained a Logistic Re-
gression model on labeled sentences from 1,438 tutorial dialogues and achieved
an average accuracy of 65% on classifying 15 DAs. Though achieving satisfied
performance on DA classification, we argue that these studies overlooked the
imbalanced DA class distribution, which could negatively impact the DA classi-
fier performance on minority but crucial classes. For example, in the dataset in
[19], 23.9% sentences were labeled as Expressive (e.g., “Got it!”) while 0.3%
labeled as Hint (e.g., “Use triangle rules”). They obtained Cohen’s κ score of
0.74 on identifying Expressive but 0.34 on Hint. It should be noted that the
provision of a hint is an important instructional strategy in the tutoring process,
but Cohen’s κ score on identifying the hint DA was not sufficient. Therefore, it
is necessary to enhance the robustness of the DA classifier on imbalanced data.

2.2 AUC Maximization on Imbalanced Data Distribution

The Area Under ROC Curve (AUC) is a widely used metric to evaluate the
classification performance of machine learning classifiers on imbalanced datasets
[12, 23, 30, 27]. As discussed, many prior studies in educational DA classification
have encountered the challenge of imbalanced DA class distribution [2, 19, 11].
To enhance the capability of the classifier to the imbalanced data distribution,
machine learning researchers have begun employing the AUC maximization ap-
proaches to optimize classifiers towards the AUC score [12, 23, 30, 27]. Specif-
ically, the process of AUC maximization aims to optimize the AUC score via
an AUC surrogate loss, instead of using the standard objective/loss function
(e.g., CE) which aims to optimize the classification accuracy of the classifier.
The CE function can support the classifier in achieving sufficient classification
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performance when labeled training instances are sufficient. However, CE often
tends to prioritize accuracy on the majority class at the expense of the minority
class [12]. Thus, the CE loss function is vulnerable to highly imbalanced data
distribution in the classifier training process [12]. It should be noted that most
prior research in educational DA classification (e.g., [2, 19, 9]) has used CE to
optimize their classifiers on the imbalanced data distribution. As the classifier
optimized by AUC maximization approaches might be less sensitive to imbal-
anced distribution than the CE, we propose that it is significant to explore the
potential values of AUC maximization for educational DA classification.

3 Methods

3.1 Dataset

In this study, we obtained ethical approval from the Monash Human Research
Ethics Committee under ethics application number 26156. The tutorial dialogue
dataset used in the current study was provided by an educational technology
company that offers online tutoring services. The dataset was collected with
the consent of tutors and students for use in research. The dataset included
records of tutoring sessions where tutors and students worked together to solve
problems in various subjects (e.g., math, physics, and chemistry) through chat-
based communication. Our study adopted 50 tutorial dialogue sessions, which
contained 3,626 utterances (2,156 tutor utterances and 1,470 student utterances.
The average number of utterances per tutorial session was 72.52 (min = 11, max
= 325) where tutors made an average of 43.12 utterances (min = 5, max = 183)
per session and students made an average of 29.40 utterances (min = 4, max
= 142) per session. We provided a sample dialogue in the digital appendix via
https://github.com/jionghaolin/Robust.

3.2 Scheme for Educational Dialogue Act

To identify the dialogue acts (DAs), our study employed a pre-defined educa-
tional DA coding scheme introduced in [25]. This scheme has been shown to
be effective for analyzing online one-on-one tutoring dialogues in many studies
[8, 9, 24]. The DA scheme [25] was originally designed in a two-level structure.
The second-level DA scheme, which included 31 DAs, could present more de-
tailed information from the tutor-student dialogue. Thus, our study decided to
use the second-level DA scheme to label the tutor-student utterances. Due to
space reasons, we displayed the details of the full DA scheme in an electronic
appendix at https://github.com/jionghaolin/Robust, and the scheme could
also be found in [25]. Before the labeling, we first divided each utterance into
multiple sentences as suggested by Vail and Boyer [25] and then we removed
the sentences which only contained symbols or emojis. Two human coders were
recruited to label the DA for each sentence, and a third educational expert was
involved in resolving any disagreements. Two coders achieved Cohen’s κ score
of 0.77, which indicated a substantial level of agreement between the coders.

https://github.com/jionghaolin/Robust
https://github.com/jionghaolin/Robust
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3.3 Approaches for Model Optimization

We aimed to examine the potential values of AUC maximization approaches to
enhance the performance of educational DA classifiers. Inspired by the recent
works in AUC Maximization [28, 29, 30, 12], our study selected the approaches
for training the DA classifier as follows:

– Cross Entropy (CE): CE is a commonly used loss function to optimize the
classifier. The loss values of CE were calculated by comparing the predicted
probability distribution to the true probability distribution. Our study used
the DA classifier optimized by the CE approach as the baseline.

– Deep AUC maximization (DAM): Yuan et al. [29] proposed a robust
AUC approach (i.e., DAM) to optimize the performance of the DA classifier
by optimizing it for the AUC surrogate loss. Optimizing the AUC score can
significantly improve the performance of classifiers on imbalanced data.

– Compositional AUC (COMAUC): COMAUC proposed by Yuan et al.
[30] involves minimizing a compositional objective function by alternating
between maximizing the AUC score and minimizing the cross entropy loss.
Yuan et al. [30] theoretically proved that COMAUC could substantially im-
prove the performance of the classifier. Consequently, this is one of the meth-
ods we sought to implement to improve the performance of the DA classifier.

3.4 Model Architecture by AUC Maximization

We denote the training set as D = {(x1, y1), (x2, y2), . . . , (xn, yn)} where xi
represents the i-th input utterance with its corresponding label yi, i.e., yi ∈
{NF,FP, . . . ,ACK} dialogue acts from [25]. n represents the size of our training
set, which we assume to be small due to the challenging nature of obtaining data
for the DA classification [14]. Additionally, we denote θ ∈ Rd as the parameters of
the utterance encoder f , and ω ∈ Rd×1 as the parameters of the class-dependent
linear classifier g. In Phase 1 (P1 see Fig. 1), we input the i-th sentence, i.e., xi,
along with its contextual sentences [10] xi−1 and xi−2, i.e., x = {xi, xi−1, xi−2},
to the utterance encoder. In Phase 2 (P2), we employed BERT [4] as the encoder
due to its effectiveness in educational classification tasks [15, 9, 20]. The BERT
model can learn the latent encoding representation of the input sentences and
output these representations for the class-dependent linear classifier in Phase 3
(P3). In the following, we illustrate the process of generating the FP1 prediction
for the dialogue xi:

zFP = g (ωFP, f (θ,x)) , (1)

Pr (y = FP) = σ (zFP) , (2)

Since there are K classes2, we need K linear classifiers, each to generate the
prediction probability for its corresponding class via using the sigmoid function

1 FP, Positive Feedback “Well done!”, same abbreviation from [25]
2 Our study has 31 dialogue acts as the classes to be classified
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σ() in Phase 4 (P4). Lastly, to train the model with the surrogate AUC loss, we
implement the deep AUC margin loss [29] for each of the sigmoid results from
Phase 4, we demonstrate this surrogate loss for the FP class as follows:

AUC(FP) = E
[
(m− σ(zFP) + σ (z′FP))

2
]
, (3)

where σ(zFP) represents the prediction probability for the sentence that is
labeled as FP, and σ(z′FP) represents the prediction probability for the sentence
that is not. The margin m, normally set as 1 [28, 29, 30, 12], serves to separate
the correct and incorrect prediction for the FP class, encouraging the correct
and incorrect prediction to be distinguishable from each other. Then, the AUC
losses of K classes are collected, summed up and back propagated in Phase 5
(P5) to tune the BERT encoder parameters θ and the class-dependent linear
classifier parameters ω. We repeat the process until no further improvements
can be achieved and obtain the optimal DA classifier for the DA classification.

Fig. 1. Architecture of optimizing the classifier by AUC maximization approaches.

3.5 Study Setup

We aimed to evaluate the effectiveness of AUC maximization methods in two DA
classification scenarios: (i) a low-resource scenario and (ii) an imbalanced distri-
bution scenario. The dataset (50 dialogue sessions) was randomly split to train-
ing (40 sessions) and testing set (10 sessions) in the ratio of 80%:20% where the
training set contained 3,763 instances and testing set contained 476 instances.

Low-Resource Scenario. To examine the efficacy of AUC maximization
approaches on the classification performance of the DA classifier, our study first
investigated the impact of AUC approaches against the traditional CE for the
multi-class DA classification to classify 31 DAs under the low-resource setting.
Inspired by [12], we simulated the experiments under the low-resource setting
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with a training set size of {25, 50, 100, 200, 400, 800} randomly sampled from the
full training set. Then, we evaluated the classification performance of the DA
classifier optimized by the CE and AUC approaches on the full testing set. For
each training set size, we trained the DA classifiers optimized by AUC maxi-
mization approaches and the CE baseline on 10 random training partitions and
analyzed their average performance. This allowed us to investigate the perfor-
mance of AUC maximization approaches under low-resource conditions.

Imbalanced Scenario. To study the robustness of the DA classifier to the
imbalanced data distribution, we simulated two settings of imbalanced data dis-
tribution on the training and testing dataset. For each setting, we conducted
binary classification on a specific type of DA and investigated the impact of im-
balanced data distribution at different levels. First, we simulated the classifier
performance for all approaches with imbalanced data distribution at different
levels in the training set, which is also known as distribution shifting, i.e., the
data distribution on the training set does not match the distribution on testing
[12, 23]. Second, we simulated the data distribution shifting on both training and
testing sets. For both setups, we also developed a random generator that cre-
ates imbalanced datasets for the DA classification tasks. This generator created
training and testing sets by sampling sentence sets based on the percentage of
specific feedback sentences. By evaluating the performance of AUC maximiza-
tion methods on these different data distributions, we were able to assess its
robustness under various imbalanced data conditions.

Evaluation Metrics. In line with the prior works in educational DA clas-
sification [17, 14, 18, 19, 9], our study also used Cohen’s κ scores to evaluate
the performance of the DA classifier. Additionally, instead of using classification
accuracy, we used the F1 score as another measure as the F1 score often presents
more reliable results on imbalanced distribution due to its nature of implicitly
including both precision and recall performance [12].

4 Results

4.1 AUC Maximization under Low-Resource Scenario

To evaluate the effectiveness of AUC approaches (i.e., DAM and COMAUC),
we investigated the proposed optimization approaches (i.e., CE, DAM, and CO-
MAUC) as described in Sec.3.5. We run 10 different random seeds for each
approach to minimize the impact of random variation and obtain reliable esti-
mations of the model’s performance. We plotted the averaged results with error
bars for each approach in Fig.2 where the green, blue and red lines represented
the approaches CE, AUC, and COMAUC, respectively. Fig. 2 shows that when
the training set size was small (e.g., 25, 50, 100, 200, 400 sentences), the averaged
F1 score of the AUC approaches generally outperformed the CE approach; these
differences were significant at the 95% level of confidence. It should be noted
that the gap between AUC and CE approaches achieved the most significant
difference at 100 sentences. Furthermore, when the training set size increased
to 800 sentences, COMAUC outperformed both DAM and CE on average and
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demonstrated more stable performance as indicated by the error bars. These
findings illustrated that COMAUC is an effective and reliable AUC maximiza-
tion approach under low-resource scenarios.

Fig. 2. Performance of DA classifiers with different optimization approaches.

4.2 AUC Maximization under Imbalanced Scenario

To understand the extent to which AUC approaches can enhance the robust-
ness of the DA classifier to the impact of imbalanced data, we conducted binary
classification experiments on a DA from two perspectives as discussed in the Im-
balanced Scenario in Sec. 3.5. We choose the dialogue act Positive Feedback

(FP) as the candidate for analysis as it is widely used in tutoring dialogues.
Inspired by the result shown in Fig. 2 where the performance gap of F1 score

between AUC and CE approaches demonstrated the most significant difference
at 100 instances; thus, for the first setting in the imbalanced scenario, we decided
to simulate the training set with 100 instances and explored the impact of the
distribution shifting on FP class in the training set. As introduced in Sec. 3.5, we
adjusted the ratio of FP in the training dataset from 1% to 80% and examined
the classification performance of the DA classifier in different ratios. In Fig. 3,
we found that the F1 score of the CE approach was lower than those of AUC
approaches (i.e., DAM and COMAUC) when the DA classifier was trained on
the dataset with the ratio of 80% for the FP class in the training set. Though
the F1 scores of the AUC approaches also decreased under these conditions,
the decrease was less pronounced than that of CE. When scrutinizing Cohen’s
κ score, the DA classifier optimized by CE approach demonstrated vulnerable
performance when the FP ratios were 60% and 80% in the training set whereas
the Cohen’s κ score of both AUC approaches maintained Cohen’s κ above 0.60.

For the second setting in the imbalanced scenario, we also examined the clas-
sification performance of the DA classifier on the training set with 100 instances
but a smaller testing set that contained 50 instances, which was designed for
facilitating the analysis. As introduced in Sec. 3.5, the same ratio of the specific
DA class (e.g., FP) was adjusted simultaneously in the training and testing sets.
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Fig. 3. Classification performance on FP class with different optimization approaches
to the data shift in training set

Fig. 4. Classification performance on FP class with different optimization approaches
to the data shift in both training and testing set

Fig. 4 shows that the three selected approaches achieved promising F1 score
in different ratios of FP but the AUC approaches were more stable than the
CE approach when the ratios were 60% and 80%. When scrutinizing Cohen’s κ
scores, AUC approaches were less susceptible to changes in ratios compared to
CE. Additionally, the CE approach demonstrated a higher variance of both the
Cohen’s κ scores and F1 score in Fig. 4 compared to the AUC approaches. These
results indicate that the AUC approaches (i.e., DAM and COMAUC) were more
robust to the imbalanced data distribution when the ratio of FP was adjusted
in the training and the testing set compared to the CE approach.

5 Discussion and Conclusion

Classification is a fundamental task in applying artificial intelligence and data
mining techniques to the education domain. However, many educational classi-
fication tasks often encounter challenges of low-resource and imbalanced class
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distribution [1, 31, 3, 9] where the low-resource dataset may not be represen-
tative of the population [21, 22] and the classifier might overfit the majority
class of the dataset [12]. A robust classifier can optimize the classification per-
formance under low-resourced datasets and provide reliable results from various
data distributions [12]. Thus, enhancing model robustness to low-resourced and
imbalanced data is a crucial step to deploying machine learning algorithms in
the educational domain. Our study investigated various approaches regarding
the robustness of classifiers for the educational DA classification task. Through
extensive experiments, our study provided evidence that AUC maximization
approaches (e.g., DAM and COMAUC) can enhance the classification perfor-
mance of DA classifiers on the limited dataset (i.e., low-resource scenario) and
the robustness of the classifier on imbalanced data distribution (i.e., imbalanced
scenario) compared to the widely-used standard approach, i.e., Cross Entropy.
Implications. Firstly, it is beneficial to adopt the AUC maximization approach
for educational DA classification tasks where the training dataset is limited or
low-resource. For example, the DA classification in the learning context of medi-
cal training [31] also encounters the low-resource issue. Additionally, many classi-
fication tasks in the educational domain also encounter the issue of low-resource
annotation (e.g., assessment feedback classification [3]). Driven by the findings
in our study, we suggest adopting the AUC maximization approaches to the low-
resource classification tasks in the educational domain. Secondly, in real-world
tutoring dialogues, the data distribution about DAs from tutors and students
is unavoidable to be imbalanced and changeable over time. To obtain a reliable
DA classifier, researchers need to fine-tune the DA classifier when the new batch
of the training instances is ready. Our results showed that the DA classifier
optimized by the widely-used CE approach was brittle to the issues of imbal-
anced distribution. Additionally, the imbalanced data distribution widely exists
in many educational classification tasks. For example, from a practical stand-
point, one challenge in predicting student academic performance is the presence
of students who are at high risk of failing was highly imbalanced compared to
the students who have excellent or medium performance [1]. The results of our
study call for future research on the potential of AUC approaches in identifying
at-risk students from the highly imbalanced data distribution.
Limitations. We acknowledged that our study only simulated the imbalanced
data distribution by pre-defined imbalanced ratios. It is necessary to investigate
the imbalanced data in real-world tutoring dialogues.
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